
SD vs. SD+

One of the most important uses of sample statistics is to estimate the

corresponding population parameters.

• The mean of a representative sample is a good estimate of the

mean of the population that the sample represents.

• The SD of a representative sample tends to underestimate the

SD of the population from which it was drawn.

• To correct for this, statisticians use the SD+ of the sample to

estimate the SD of the population. If n is sample size, then

SD+ =

√
n

n− 1
· SDsample =

√
1

n− 1

∑
(xj − x)2

• If the sample size is large, then there is no significant difference

between SD and SD+ because
√
n/(n− 1) ≈ 1 when n is large.

• The SD+ is called the sample standard deviation.
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Question: How is the data clustered around the mean?

The answer is easiest to give in terms of the standard deviation:

In any data set, the proportion of the data that lies more than k SDs

from the mean is always less than 1/k2.

This fact is known as Chebyshev’s inequality, and follows directly

from how the standard deviation is defined (with a little work and

cleverness).

For example, less than 1/4 = 25% of the values in any data set lie more

than 2 SDs from the average value (mean). Less than 1/9 ≈ 11.11% of

the data lie more than 3 SDs from the average value. Etc.

Or we can say that in any data set, more than 75% of the data lie within

2 SDs of the mean, and more than 88.88% of the data lie within 3 SDs

of the mean.

The estimates above are true for any set of data. On the other hand, if

we know more about the data, then we can often get sharper estimates.
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For certain types of data sets, almost all of the data lies within two or

three SDs of the average.

Example (from the book): h = 63.5 inches and SDh ≈ 3 inches...
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Example (continued): h = 63.5 inches and SDh ≈ 3 inches...
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To better understand clustering around the mean, we introduce

Standard units

If xj comes from data with average x and standard deviation SDx, we

convert xj to its standard unit, zj, by setting

zj =
xj − x
SDx

.

(*) |zj | tells us how far xj is from x as a multiple of SDx.

(*) If zj > 0, then xj is above average; if zj < 0, then xj is below

average.

(*) Standard units are ‘pure numbers’: there are no units of measurement

(inches, dollars, etc.) associated with standard units.

⇒ The units of the xjs are cancelled when we divide xj − x by SDx.

(*) The standard unit value zj of a given datum xj is also called the

z-score of xj .
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Example. Suppose that the average January temperature in Podunk is

45 ◦F , with an SD of 2 ◦F, while in Whoville the average January tem-

perature is 25 ◦F with an SD of 5 ◦F. On January 20th, the temperature

in Whoville was 16 ◦F and in Podunk it was 38 ◦F.

Where was the temperature more unusual that day?

We can answer this by converting the temperatures on January 20th in

both towns to standard units:

zp =
38− 45

2
= −3.5 and zw =

16− 25

5
= −1.8.

(*) Both temperatures were below average.

(*) The z-score for Podunk is more negative than the z-score for Whoville,

so from a statistical point of view the temperature in Podunk was more

unusual that day.

Intuition: The larger |zj |, the more unusual xj is (in the set of data it

came from).
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Observation. Converting any set of data, {x1, x2, . . . , xn} with average

x and standard deviation SDx = s, to standard units produces a set of

numbers {z1, z2, . . . , zn} with average z = 0 and standard deviation

SDz = 1.

Because arithmetic...

z =
z1 + z2 + · · ·+ zn

n

=
x1−x

s + x2−x
s + · · ·+ xn−x

s

n

=
x1−x

n + x2−x
n + · · ·+ xn−x

n

s

=
x1+x2+···+xn

n −

n︷ ︸︸ ︷
x + x · · · + x

n

s

=
x− x
s

= 0
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and more arithmetic

SDz =

√
z21 + z22 + · · ·+ z2n

n

=

√(
x1−x

s

)2
+
(
x2−x

s

)2
+ · · ·+

(
xn−x

s

)2
n

=

√
(x1−x)2

s2 + (x2−x)2

s2 + · · ·+ (xn−x)2

s2

n

=

√
(x1−x)2+(x2−x)2+···+(xn−x)2

n

s2

=

√
(x1−x)2+(x2−x)2+···+(xn−x)2

n√
s2

=
s

s
= 1
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The normal approximation, I

• Different sets of data may be seen to have very similar distributions,

once they have been converted to standard units.

• Converting to standard units moves the center of the histogram (the

average of the data) to 0, and scales the data as a whole so that one

SD is converted to 1 unit.

• In many cases, the histogram of the data, once converted to standard

units, takes on a somewhat bell-shaped form — the form of the

normal curve.

• The normal curve is the graph of the function

y =
1√
2π
e−z2/2,

(where e = 2.7182818 . . .).
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The normal curve is symmetric around the line z = 0, and the total area

under the curve is equal to 1 (or 100%, if you prefer).
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Example: The distribution of heights of women age 18 and over in

HANES5 (Health and Nutrition Examination Study, ’03 - ’04) appears

in the histogram below (from page 81 in chapter 5 of FPP).

The average height is 63.5 and the SD is about 3. The shaded region

represents the heights that fall within one SD of average.
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To see how well the distribution of the height data is approximated by

the normal curve, we must convert the data to standard units and sketch

the histogram for the ‘standardized’ (or normalized) data.

To save a lot of drawing time... notice that the conversion to standard

units is just a rescaling. This means that instead of converting all of

the heights to their standard units and then drawing a new histogram,

we can instead change the horizontal and vertical scales on the

original histogram.
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• If the (rescaled) histogram is well-approximated by the normal curve,

then area of regions under the histogram will be approximately equal

to areas under the normal curve for the same range of standard units.

• I.e., the percentage of the data that lies within 1 SD of the average

will be approximately equal to the area under the normal curve

between -1 and 1; the percentage of the data lying within 2 SDs

of the average will be approximately equal to the area under the

normal curve between -2 and 2; and so forth.

• This is useful, because the distribution of the area under the normal

curve is well-understood.

In particular...
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(*) The area under the normal curve between −1 and 1 is ≈ 0.68 = 68%.
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(*) The area under the normal curve between −2 and 2 is ≈ 0.95 = 95%.
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(*) The area under the normal curve between −3 and 3 is ≈ 0.99 = 99%.
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‘Rule of thumb’:

If a set of data has an approximately normal distribution,

then:

◦ About 68% of the data lies within one SD of average;

◦ About 95% of the data lies within two SDs of average;

◦ About 99% of the data lies within three SDs of average;

Remember: This rule only applies to data that is (approximately)

normally distributed! Absent that condition (or assumptions about

how the data is distributed) we rely on weaker (but more general)

estimates (like Chebychev’s inequality).

To calculate areas under the normal curve for regions other than those

above (−1 to 1, −2 to 2 and −3 to 3), we use a normal table, like the

one found in the back of the textbook.
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A normal table
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Using the normal table

(i) The table in the appendix gives the areas for symmetric regions

−z0 ≤ z ≤ z0 (as percentages), where 0 ≤ z0 ≤ 4.45. If z0 ≥ 4.50, you

can assume that the corresponding area is 99.9999%.

Example: Suppose that the heights of men aged 25 – 35 in a certain

city are distributed (approximately) normally with an average of 67

inches and a standard deviation of 2.5 inches.

What percentage of these men are between 65 and 69 inches tall?

a. A height of 65 inches corresponds to 65−67
2.5 = −0.8 standard units,

and 69 inches corresponds to 69−67
2.5 = 0.8 standard units.

b. The percentage we want is (approximately) equal to the area under

the normal curve between −0.8 and 0.8 which is equal to the table entry

for z0 = 0.8, which is 57.63%.
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(ii) The normal curve is symmetric around z = 0z = 0z = 0 so the area under

the curve between 0 and z0 is equal to the area under the curve between

−z0 and 0, and both are equal to exactly one half the table entry for z0.
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Example. What percentage of the men in the previous example are

between 67 and 70 inches tall?

a. 67 inches is average which corresponds to 0 standard units and 70

inches corresponds to 70−67
2.5 = 1.2 standard units.

b. The percentage we want is (approximately) equal to the area under

the normal curve between 0 and 1.2 which is equal to half the table

entry for z0 = 1.2. This is 76.99/2% ≈ 38.5%.
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(iii) If z0 > 0, then the area under the normal curve to the left of z0 is

equal to 50% plus half the table entry for z0, because...

-4 -3 -2 -1 0 1 2 3 4

25

50

Standard Units

%
 p

er
 S

ta
nd

ar
d 

U
ni

t

z0

=

-4 -3 -2 -1 0 1 2 3 4

25

50

Standard Units

%
 p

er
 S

ta
nd

ar
d 

U
ni

t

z0

+
-4 -3 -2 -1 0 1 2 3 4

25

50

Standard Units

%
 p

er
 S

ta
nd

ar
d 

U
ni

t

z0

= 50% + 1
2Table(z0).

Example. What percentage of the men in the previous examples are

less than six feet, two inches tall?

Six feet, two inches is 74 inches which corresponds to 74−67
2.5 = 2.8

standard units. The table entry for 2.8 is 99.49%, so the percentage of

men who are under 74 inches tall is 50% + 99.49%
2 ≈ 99.75%.
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(iv) If z0 > 0, then then area under the normal curve to the right of z0

is equal to 50%− half the table entry for z0, because
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Example. What percentage of the men are taller than 68 inches?

68 inches corresponds to 68−67
2.5 = 0.4, so the percentage of men who are

more than 68 inches tall is (approximately) 50%− 31.08%
2 = 34.46%.
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(*) The areas of other types of regions under the normal curve can be

calculated from the table by using (i) – (iv) and the symmetry of the

normal curve around 0. For example, if 0 < z0 < z1, then the area under

the normal curve between z0 and z1 is

=
1

2
Table(z1)− 1

2
Table(z0)

because
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